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Evidence from US new-born firms
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Abstract

We examine market selection mechanisms and their strength for a representative cohort of US

new independent firms. In particular, we explore whether and how effectively markets reward newly-

born firms according to their ‘fitness’ in terms of both labour productivity and profitability. Our

analysis yields puzzling results in contrast with canonical industry dynamics models. First, we find

that selection on differential growth is mainly related to productivity while profitability plays a

negligible role. Second, in contrast with the growth of the fitter principle, selection appears to be

driven by changes in firms’ relative productivity. Third, we explore how new firms’ relative fitness

affects their growth performance in different sectors. Our results reveal that market selection operates

quite differently across them with higher incidence for new-born firms in services, low-tech and less

concentrated sectors. Fourth, concerning selection via exit, our results support the survival of the

fitter principle with respect to productivity, while relative profitability does not seem to exert any

significant effect on survival probabilities. However, the contribution of firm relative ‘fitness’ to the

total firm exit rates variation appears to be modest.
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1 Introduction

Competitive selection is generally considered to be one of the core drivers of aggregate economic growth:
by weeding out inefficient firms through competition, markets should enhance overall productivity. In-
deed, based on neo-classical (Jovanovic, 1982; Hopenhayn, 1992; Ericson and Pakes, 1995) and evolution-
ary perspectives (Winter and Nelson, 1982; Silverberg et al., 1988; Dosi et al., 1995), one would expect
markets to select the ‘fitter’ firms via differential growth and via exit. In other words, superior firms
are expected to gain market shares, while under-performing ones would decrease their participation and,
eventually, exit the market. However, recent contributions investigating these market selection mech-
anisms have found them to be less effective than expected (Bottazzi et al., 2008, 2010, 2011; Bottazzi
and Secchi, 2012; Coad, 2007; Dosi et al., 2014, 2015; Federico and Capelleras, 2015). In this paper,
we provide new evidence on the strength of market selection forces by focusing on new-born firms. We
contribute to the existing literature in several dimensions.

First, most studies focusing on market selection base their evidence on samples of established manu-
facturing firms. On the contrary, mainly for lack of adequate data, there is a scarcity of empirical works
concerning new firms, with only few exceptions (Delmar et al., 2013; Federico and Capelleras, 2015). The
investigation of how effective markets are in rewarding or punishing entrants according to their relative
‘fitness’ represents a compelling topic given that these firms have been shown to play a crucial role for
aggregate job creation and, possibly, labour productivity growth, in both the US (Haltiwanger et al.,
2015) and other OECD countries (Anyadike-Danes et al., 2015; Criscuolo et al., 2016). Moreover, given
that the flow of entrants in the service sector in the US outnumbers manufacturing new firms around 8
to 1 (Kim et al., 2006), focusing only on the latter seriously hampers the aggregate inferences1. Here, we
base our evidence on the Kauffman Firm Survey (KFS), a dataset representative of the whole population
of independent businesses born in 2004 in the US which are tracked for their first 8 years of life.

Second, distinct from the literature investigating market selection using decomposition methodolo-
gies2, we join a small ensemble of studies which resort to the direct estimation of the relationship between
firm relative ‘fitness’ (defined in terms of productivity and profitability) and growth rates through firm-
level regressions (Bottazzi et al., 2010; Dosi et al., 2014, 2015). We share with these works the aim of
assessing the strength of market selection mechanisms. In particular, we estimate the relative importance
of labour productivity and profitability in “explaining” firm growth and survival by applying the Shapley
value technique to offer a measure of the marginal contribution of individual and group of regressors to
the overall explanatory power of a model (Huettner et al., 2012).

Third, we contribute to the existing literature by examining both components of selection, namely,
selection via growth differentials and via exit. Indeed, previous literature has traditionally focused on
the former, while rarely these two aspects have been examined jointly (Delmar et al., 2013). While the
simplest version of the theories predicts selection forces to be symmetrical, that is, unfit firms exit and
fit firms grow, the empirical evidence is still scant concerning new firms.

Our analysis yields a series of challenging findings at odds with the predictions stemming from industry
dynamics models. The first one is that, in contrast to the growth of the fitter notion, while selection
in terms of differential growth appears to be related to labour productivity, profitability plays only a
negligible role. Furthermore, selection on differential growth appears to be mainly driven by changes in
firms’ relative ‘fitness’ rather than relative ‘fitness’ levels. Indeed, labour productivity and profitability
changes (and not productivity and profitability levels) are what actually shape firm growth dynamics.
We also explore how fitness variables affect new firms’ performance in different industries. Our findings
reveal that selection appears to be stronger in services, low-tech and less concentrated sectors. Finally,
concerning the survival analysis, we do find support for the survival of the fitter conjecture in terms
of labour productivity while profitability does not seem to exert any significant effect. However, the
marginal contributions of the productivity regressors to the total explained variance is modest.

The remainder of the paper is as follows. In the next section, we review a few incumbent contributions
to the field. Sections 3 provides an overview of the data and descriptive statistics. In Section 4, we carry
out the growth of the fitter analysis while Section 5 deals with the survival of the fitter analysis. Next,
we present some robustness checks, followed by an overall discussion of the findings.

1The few studies providing empirical evidence on market selection in the case of new firms are based on samples of
manufacturing (Bellone et al., 2008; Federico and Capelleras, 2015) or knowledge-intensive industries (Delmar et al., 2013).

2See Hyytinen and Maliranta (2013) for recent empirical evidence on young firms using decomposition methodologies.
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2 Related Literature

Empirical investigations relying on longitudinal micro-data have been providing a rich account of indus-
trial dynamics over the last few decades. One of the most robust stylized facts emerging from this strand
of literature is the heterogeneity across firms which has been shown to apply independently of the degree
of industrial disaggregation and to be very stable over time despite the competition process (Bartelsman
and Dhrymes, 1998; Dosi, 2007; Bottazzi et al., 2008). These ubiquitous and persistent differences relate
to both corporate characteristics (e.g. size, efficiency, innovativeness, organizational structures, propen-
sity to grow, etc.) and performances (e.g. growth rates, profitability and survival chances). Therefore,
research has been focusing on the sources of corporate heterogeneities and tried to disentangle whether
there are regularities between corporate features and their performances (Dosi et al., 2010).

From a theoretical standpoint, a series of models have been addressing market selection forces depicting
industries as collections of heterogeneous producers explicitly linking their efficiency to their performances
and survival chances (Foster et al., 2008). A distinction can be made among ‘evolutionary equilibria’
models which assume rational expectations (Jovanovic, 1982; Ericson and Pakes, 1995; Hopenhayn, 1992)
and models such as Winter and Nelson (1982), Silverberg et al. (1988), Dosi et al. (1995) and Winter
et al. (2003) in which the industrial dynamics are the result of learning and selection among boundedly
rational agents (Dosi et al., 1995, 2015, 2016).

Within the first group, according to Jovanovic (1982) firms are born with fixed (but unknown) pro-
ductivity levels and discover them through a process of Bayesian learning from their post-entry profits
over time: firms decide to grow when they realize they are efficient, and contract (or exit) when they
‘learn’ they are not. Consequently, the cohort’s average productivity increases as the cohort ages, even
if the productivity of individual firms remain constant over time. Contrarily, Ericson and Pakes (1995)
allow firms to know their productivity and to change it over time either as the stochastic outcome of
their investments or as the result of changes in market conditions. In turn, Hopenhayn (1992) considers
the key role played by industry-specific effects within a competitive industry in stationary equilibrium.

In the above family of models, agents feature profit-maximizing behaviour over an infinite time horizon
and in each period, based on their equilibrium size, they decide whether to stay in the market or not.
Hence, the selection process is never at work since it is anticipated in the heads of the agents. Moreover,
these models do not account for the endogeneity of the growth process (Metcalfe, 1994) and for the
persistent profitability and growth differentials across firms since, in equilibrium, these should be eroded
by competition (Dosi et al., 1995).

The second group of models draws upon the evolutionary framework. According to this approach,
firm dynamics are the outcome of learning and market selection between boundedly rational, interacting
agents. On the one hand, learning and innovation are endogenous and idiosyncratic to the firm (Dosi et al.,
1995). Superior ability in generating and exploiting new knowledge is the primary source of competitive
advantage (Metcalfe, 1994) thus allowing for the presence of abiding heterogeneity in firms’ ‘identity
cards’ and performances. On the other, the process of competitive selection involves the retainment of
firms featuring higher efficiency and profitability with respect to their competitors.

In evolutionary models, these two main drivers of industry dynamics are often represented by means of
a ‘replicator dynamics’ through which growth is imputed according to firm competitiveness (or ‘fitness’)
relative to its environment. While this is implicit in the tradition of Winter and Nelson (1982)3, in
Silverberg et al. (1988) and Dosi et al. (1995), among others, market selection is depicted explicitly in
terms of ‘replicator dynamics’ of the form:

ṁi =
dmi

dt
= mi

(

fi −

∑

fi
N

)

where mi refers to the market share of firm i in its industry and fi is the fitness of firm i. Based on this
equation, selection forces operate accurately by rewarding ‘fitter’ firms (in terms of superior efficiency or
profitability) with an increase in their market shares while reducing those of less fit firms which, eventually,
exit. Consequently, the economic system would be able to allocate resources in a more efficient way since
profitable and efficient firms would account for an increasing share of the population whereas less viable
ones would decline and, eventually, cease operations (Coad et al., 2013b). From these canonical industry
dynamics models one can derive a series of predictions concerning how market selection forces operate
via differential growth and via exit.

3Specifically, Winter and Nelson (1982) argue that profitable firms will grow and unprofitable ones will shrink. Initial
profits would trigger subsequent growth via a selection mechanism that bolsters the firm’s relative position by spawning
extra profits that will be re-invested again, generating a virtuous circle.
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First, a seemingly central feature of both neo-classical and evolutionary heterogeneous firms models
is the prediction of a positive and strong association between firm growth and its relative efficiency and
profitability. As argued in Bottazzi et al. (2010, p.3), these models imply that “productivity - proxying
production efficiency - ought to be positively related to profitability and firm growth, at least on average.
Depending on the models, this occurs either through a direct link between efficiency and growth - as
relatively more efficient firms gain market shares by setting lower prices - or through an indirect effect
via profitabilities - as more productive firms can enjoy higher profit margins which in turn allow them to
invest more (in presence of endemically imperfect capital markets) and eventually grow more”.

Second, the growth of the fitter notion implies that firms with above-average efficiency and profitability
should feature above-average growth and gain market shares and vice-versa for relatively less efficient or
profitable firms.

Third, as discussed in Hopenhayn (1992), Dosi et al. (1995), Pakes and Ericson (1998) and Audretsch
(1995), among others, market selection forces may present different dynamics across industries. These are
shaped by the degrees of competition of an industry, where the adequate ‘fit’ to survive and grow varies as
the competitive landscape changes (Winter, 1984). In particular, some industries might represent more
favorable environments for new firm growth and survival than others (Audretsch, 1995). This implies
that firms’ performance is largely contingent on structural differences in a particular industry’s evolution
(Klepper, 1996a) and to differences in the innovation intensity of a sector (Winter, 1984). Indeed, in
highly innovative environments, the ability of new firms to adapt and offer viable products is particularly
important for firm survival and growth. For instance, given that firm growth requires resources, one
would expect that increasing profitability would lead to more resources as firms would be able to self-
finance subsequent growth. A strong relationship between profitability and growth might be expected
especially in the case of highly dynamics and innovative sectors (Thornhill, 2006).

A fourth and last prediction derived from both families of industry dynamics models is related to
firm survival. Indeed, these models explicitly (Jovanovic, 1982) or implicitly (Winter and Nelson, 1982)
contend that relative efficiency and/or profitability levels should significantly affect the chances of a firm
to stay or exit the market.

The increased availability of firm-level data has provided the opportunity to address empirically the
fourth conjectures outlined above especially for samples of established manufacturing firms. However,
contrarily to neo-classical and evolutionary theoretical accounts, recent empirical works have been pro-
viding puzzling and challenging results regarding the functioning and strength of market selection forces
especially regarding the first three predictions4. Among them, a series of studies finds that profitability
exerts a limited influence on firm growth (Coad, 2007; Bottazzi et al., 2010, 2011; Coad and Broekel,
2012; Dosi et al., 2014). In particular, Bottazzi et al. (2010) and Dosi et al. (2014) show that profitability
accounts for a small share of the variance of firm growth rates using Chinese, French and Italian sam-
ples of manufacturing firms. Similar results are found in Coad (2007) who, controlling for unobserved
firm-specific effects, persistence and endogeneity, shows that profit rates have a small positive influence
on subsequent growth for a sample of French manufacturing firms. Markman and Gartner (2002), whose
contribution focused on high-growth firms in the US, reveal that profitability does not have a significant
association with sales growth. Few studies have directly addressed this specific topic in the context of
young firms and start-ups. Among them, a recent analysis employing a sample of South Korean publicly
listed firms, has found a positive relation between profitability and growth for mature firms while, in the
case of young firms, profitability affects growth negatively (Lee, 2014). Delmar et al. (2013) and Federico
and Capelleras (2015) examine the growth-profitability nexus for new firms yielding contrasting results:
while Delmar et al. (2013) show that past profitability has a positive effect on current sales growth in
young Swedish firms operating in knowledge-intensive sectors, Federico and Capelleras (2015) do not find
past profitability to exert a significant impact for a single cohort of new firms in the Spanish manufac-
turing sector. Overall, as argued in Bottazzi et al. (2010, p.1985), the absence of any strong relationship
between profitability and growth militates against the “naively Schumpeterian” or “classical” notion that
profits feed growth (by plausibly feeding investments).

Even when productivity is employed as measure of firm ‘fitness’, findings are not clear-cut and, in
many cases, the evidence does not confirm the strong association with firm growth. In studies based on
decomposition exercises the strength of market selection is indirectly captured by the so-called between

component, namely, the reallocation of market shares from less to more efficient firms. This has been

4Notice that the two theoretical stances described above have also recurred to different methodological approaches to
examine market selection. In fact, studies drawing on ‘evolutionary equilibria’ models have been opting for ‘indirect’
assessment of market selection, since the replicator dynamics is not tested explicitly but inferred through the sign and
magnitude of the so-called between component. Contrarily, recent empirical contributions based on evolutionary theoretical
grounds have directly tested the replicator dynamics by estimating ‘fitness’-growth nexus at the micro-level.
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usually shown to have a positive but small contribution to aggregate productivity growth (Foster et al.,
2001; Dosi et al., 2015) while Disney et al. (2003), Baldwin and Gu (2006), Foster et al. (2008) even
report a negative effect of the between component for, respectively, the UK, Canada and the US. What
actually has a larger contribution to the dynamics of aggregate productivity is the within component,
namely, idiosyncratic changes in firm productivity levels.

The investigations recurring to the direct estimations of the productivity-growth relation yield similar
results: Bottazzi et al. (2002) and Bottazzi et al. (2010) employing samples of French and Italian manufac-
turing firms suggest equally weak strength of market selection forces. In particular, Bottazzi et al. (2010)
examine the contemporaneous relation between firm growth and relative productivity and profitability.
They find that relative productivity and profitability “explain” roughly 3-5% of growth rates variation
whereas the contribution of unobserved heterogeneity is considerably larger. Drawing on Bottazzi et al.
(2010), Dosi et al. (2015) investigate selection mechanisms employing samples of manufacturing firms in
the US, France, Germany and the UK while Dosi et al. (2014) propose a similar framework in the case
of Chinese firms. The evidence in both studies reveals that selection forces are at best weak along the
productivity-growth and profitability-growth links. Indeed, productivity accounts for around 15-20% of
the total variance in growth rates while profitability accounts only for 5%. In all the above-mentioned
contributions, as for the literature employing decomposition techniques, idiosyncratic firm fixed effects
account for the bulk of the explained variance in firm growth rates.

As previously argued, the second prediction is that, according to the ‘replicator dynamics’ notion,
selection should be based on firms’ relative fitness levels. This notwithstanding, empirical evidence across
different countries yields results in contrast with this prediction. In fact, a seemingly puzzling finding
is that firm expansion or contraction appear to be driven by changes in relative ‘fitness’ rather than
relative ‘fitness’ levels (Dosi et al., 2015, 2014). Consistent with this, the studies by Coad and Broekel
(2012) and Du and Temouri (2015) provide evidence regarding the importance of productivity growth for
high-growth firms using French and UK data.

Table 1: Related Literature on Productivity-Growth relationship

Sample Variable Method Results
Country New Firms Period g π π → g

Bottazzi et al. (2002) Italy No 89-96 Sales LP OLS +

Bottazzi et al. (2008) Italy No 96-03 Sales LP
OLS
FE

+

Bottazzi et al. (2010)
France

and Italy
No 91-04 Sales LP FE 5%

Coad et al. (2011) Italy No 89-97
Sales

Employees
LP
TFP

LAD
VAR

+

Coad and Broekel (2012) France No 96-04
Sales

Employees
LP
TFP

LAD
VAR

+

Dosi et al. (2014) China No 98-07 Sales LP CRE 15-20%

Dosi et al. (2015)
Fra, Ger

UK and US
No 01-07 Sales

LP
TFP

CRE 14-19%

Decker et al. (2016) US Yes 81-10 Employment TFP FE +

Du and Temouri (2015) UK Yes 01-10
Sales

Employees
TFP Probit +

Notes: Authors elaboration based on Lee (2014). We include only those contributions recurring to the direct estimation of the

productivity-growth nexus via firm-level regressions. g refers to firm growth, while Π indicate productivity. LP stands for

labour productivity and TFP for Total Factor Productivity. +, - and 0 refer to positive, negative and not significant effects.

Percentages refer to the amount of total firm growth rates variation accounted for by productivity.

From an empirical standpoint, the analysis of how selective pressures change depending on the sector
represents an often overlooked aspect since most of the evidence is based on samples of manufacturing
firms with limited evidence regarding services5. Recent empirical contributions confirm that selection
mechanisms operate heterogeneously across sectors more than previous literature acknowledged and this
is true especially during the early stages of firms’ life-cycle (Hyytinen and Maliranta, 2013). Baldwin and
Gu (2011), who examine the differences in how selection operates between manufacturing and the retail
sector in the US, find that the reallocation through entry and exit makes a larger effect on productivity
growth in the retail trade with respect to the manufacturing sectors. Moreover, the contribution of new
firms to labor productivity growth appears to be weaker in manufacturing. The effect of reallocation

5Foster et al. (2001), Foster et al. (2006), Baldwin and Gu (2011) and Hyytinen and Maliranta (2013) represent few
exceptions.
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among incumbent firms differs between retail and manufacturing: the between component has a larger
contribution to aggregate productivity growth in the retail trade sector if compared to the manufacturing
sector. In line with this, Foster et al. (2001, 2006), focusing on the service sector, show that both
the reallocation of market shares and the “churning” associated with entry and exit dynamics have
a strong and positive contribution to overall productivity growth. Du and Temouri (2015) examine
whether TFP growth acts as a driver of high-growth performance in UK manufacturing and services
firms. They show that TFP growth is relatively more important for incumbent firms than for new firms
in the manufacturing sector while the opposite is true in services. In line with these results, the evidence
provided by Delmar et al. (2013) in the case of Swedish new firms indicate that profitability affects more
growth and survival of new firms in services as compared to those in the manufacturing sector. Delmar
et al. (2013) also test whether the sectoral innovation intensity mediates selective pressures in terms of
profitability. Surprisingly, they report that profitability appears to have a stronger effect on growth and
survival in sectors with low innovation intensity.

Table 2: Related Literature on Profitability-Growth relationship

Sample Variable Method Results
Country New Firms Period g Π Π → g

Bottazzi et al. (2008) Italy No 96-03 Sales
ROS
ROI

OLS
FE

+

Bottazzi et al. (2010)
France

and Italy
No 91-04 Sales GOM FE 3-5%

Coad (2007) France No 96-04
Sales

Employees
VA
OS

OLS
GMM

0

Coad (2010) France No 96-04
Sales

Employees
GOS

LAD
VAR

0

Coad et al. (2011) Italy No 89-97
Sales

Employees
GOS

LAD
VAR

0

Coad and Broekel (2012) France No 96-04
Sales

Employees
GOS

LAD
VAR

0 (+)

Cowling (2004) UK No 91-93 Sales Profit
OLS
2SLS

+

Delmar et al. (2013) Sweden Yes 95-02 Sales
ROA
EBIT

OLS
FE

+

Dosi et al. (2014) China No 98-07 Sales GPM CRE 5%

Federico and Cap. (2015) Spain Yes 96-10 Sales GOS GMM 0

Jang and Park (2011) US No 78-07 Sales ROS
GMM
VAR

+

Lee (2014) S. Korea Yes 98-08
Sales

Employees
NIS

GMM
LAD

-

Markman and Gar. (2002) US No 92-28
Sales

Employees
Profits SHR 0

Notes: Authors elaboration based on Lee (2014). g refers to firm growth, while π indicate profitability. ROS stands for return

on sales; ROA for returns on assets; GOS for gross operating surplus; OS for operating surplus; GPM for gross profit margin

and NIS for net income to sales. SHR refers to Stepwise Hierarchical Regression. NA indicates that the relationship is not

examined in the study. Percentages refer to the amount of total firm growth rates variation accounted for by profitability.

The fourth prediction stemming from industry dynamics models is related to the survival of the

fitter. This has been tested (explicitly or not) by a quite abundant series of empirical studies. Even
in this case, the predictions of both neo-classical and evolutionary approaches have not found clear-cut
support (Carreira and Teixeira, 2011; Nightingale and Coad, 2013). Baily et al. (1992), who examine
the productivity dynamics in US manufacturing firms in the 70s, reject the prediction that there is a
productivity threshold below which firms inevitably cease operations. On the contrary, they show that,
while roughly 50% of exiting firms were from the bottom two quantiles of the productivity distribution,
nearly 30% were from the top two quantiles. Moreover, although exiters were mainly drawn from the
bottom of the distribution, a considerable amount of low-productivity plants did not actually cease
operations. The resilience of ‘unfit’ firms has been documented by several works which have also tried to
shed light on the reasons why under-performing firms do not exit the market (Meyer and Zucker, 1989;
Baden-Fuller, 1989; Karakaya, 2000). Gimeno et al. (1997) argue that firm survival is not only a function of
economic performance but performance relative to firm-specific thresholds reflecting different motivation
and aspiration levels. In particular, owners featuring higher levels of human capital tend not to endure
poor performance while entrepreneurs with lower social capital but higher intangible returns to the job are
likely to endure poor performance and, hence, survive. By building on this work, DeTienne et al. (2008)
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identify a series of factors leading owners to increase their commitment notwithstanding poor performance,
including market opportunities, personal investment, personal options, previous entrepreneurial success
among other aspects.

Another stream of literature has analyzed how efficiency and profitability affect exit dynamics ac-
cording to firms’ life cycle. Bellone et al. (2008), using a sample of French manufacturing firms, argue
that markets punish persistent bad performers and not those featuring temporary losses of efficiency.
They also find profitability to be the major driver of survival and that its effect increases with age.
However, concerning young firms (defined as firms between 1 and 3 years of activity), it appears that
an increase in TFP is not significantly associated with higher chances of survival while it becomes more
important as firms age.6 Consistent with these findings, Warusawitharana (2014), based on a sample
of UK businesses, shows that profitability is more relevant for the survival of mature firms if compared
with their younger counterparts. Moreover, although profitability increases in the first years of the firm’s
life-cycle, this is due to within firms improvements implying that selection among firms does not explain
this rise (Warusawitharana, 2014). Esteve Pérez et al. (2015) investigate how productivity affects firm
survival depending on the product life cycle. They find that firm productivity is associated with lower
chances of exit only in the ‘old’ phase of the product life cycle when market competition is primarily
efficiency-driven. This could be related with the fact that in relatively new industries it takes some time
to develop a specific competitive setting. Thus, in the early phases of an industry, it is more important the
accumulation of experience with new products than carrying out cost-reduction strategies. Contrarily, in
mature phases efficiency improvements are more effective. Hence, during the early phase of the life cycle
younger managers with a more risk-loving attitude (Cucculelli and Ermini, 2012; Navaretti et al., 2014)
may be more effective in introducing innovations and, thus, surviving market competition.

In this article, we provide a systematic analysis considering all of the above aspects in order to
understand whether the empirical evidence in the case of newly established firms bear out such predictions.

3 Dataset and variables definition

The Kauffman Firm Survey (KFS) is a dataset tracking a nationally representative panel of 3,140 start-up
firms founded in the U.S. in 2004 until 2011 (for a total of 8 waves). It constitutes a random sample
from approximately 250,000 businesses listed in Dun and Bradstreet’s (D&B) business database. This
dataset has several distinguished features. First, it provides unprecedented insights into startups’ early
years. Second, the KFS avoids issues of survivorship bias by tracking a sample of new firms founded in
the same year over time. Third, it covers new firms operating across a wide spectrum of sectors7. The
KFS employs a stratified sampling scheme that over-samples new firms in high technology industries (for
a more detailed discussion of the KFS design and methodology see Farhat and Robb (2014)). The KFS
allows us to tackle some of the most frequent shortcomings in growth studies. On the one hand, since
our interest lies in young firm growth, we focus on ‘organic’ growth. This represents the most common
growth path followed by new firms (Delmar et al., 2003). Consequently, those firms controlled by another
firm were removed from the database, leaving only those which are fully independent. On the other
hand, survival bias has been identified as a major drawback in growth studies (Garnsey et al., 2006)8.
In order to avoid this, we use an unbalanced panel and rely on the probability weights available in the
KFS to account both for sampling and for response biases in the baseline survey. These weights are
reconstructed with each survey wave and they account for the systematic failure of new businesses, and
thus, their permanent exit from the data set (see the Appendix for a more detailed discussion).

We proceed to cleaning the data by removing those firms with missing values in terms of revenues,

6Bellone et al. (2008) maintain that, the fact that productivity and profitability seem to have a larger impact on survival
as firms age, it could be reflecting “the fact that young firms are more exposed to market selection, so that the relationship
between performance and survival becomes looser. In other words, the micro-economic determinants of market selection of
young firms lie elsewhere, perhaps in firm size (Audretsch and Mahmood, 1995) and, again, credit constraints (Aghion et
al, 2006)”. However, notice that Bellone et al. (2008) consider firm age from the first appearance in their dataset.

7The KFS is the only longitudinal dataset representative of a cohort of new firms that includes both information on
firm-level financial and economic outcomes. As reported by Zarutskie and Yang (2015, p.5) in the US “only 7 out of 26
relevant data sets for research on entrepreneurship provided longitudinal information on new venture creation, but none
of the 7 data sets applied selection criteria that would lead to a representative sample of new businesses”. For instance,
datasets such as the U.S. Census Bureaus Longitudinal Business Database (LBD) and the Bureau of Labor Statistics’
Longitudinal Database (LDB) do not track non-employer firms, nor do they contain information on assets, revenues or
financing (Zarutskie and Yang, 2015).

8Garnsey et al. (2006) point out that “greater consistency could be provided in factors of growth studies by studying
cohorts of comparable new firms over the same time period. This would address the charge that factors of growth studies
have drawn inappropriate inferences from survivors in samples by excluding less successful firms”.
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profits, value added and employment in the first two years (i.e. 2004 and 2005). Thus, we are left with
863 firms in 2005 and 3,720 observations.

In order to investigate the first aspect of market selection (the growth of the fitter), we focus, on
the one hand, on sales growth, and on the other, on the two most common measures of firm ‘fitness’:
profitability and labour productivity. In accordance to a ‘replicator dynamics’ type of relationship, we
consider both dependent and independent variables in deviation from their yearly cross-sectional average
at the (one-digit) industry level9. In line with previous literature (Bottazzi et al., 2010), we define relative
firm growth as the logarithmic difference:

Growthit = sit − sit−1

where

sit = log(Revenuesit)−
1

N

∑

i

log(Revenuesit)

The sum is computed over the N firms located in the same one-digit NAICS sector. We select this
measure since it better captures the ability of a firm to sell its products and services and their acceptance
by the market (Gilbert et al., 2006). With respect to relative profitability, we consider Returns on Sales
(ROS) which is defined as:

ROSit =
EBITit

Revenuesit
−

1

N

∑

i

EBITit

Revenuesit

where EBIT is earning before interests and taxes. We choose this proxy for theoretical reasons (Winter and
Nelson, 1982) and empirical comparability (Bottazzi et al., 2010). In fact, in order to test the ‘replicator
dynamics’ implicit in Winter and Nelson (1982), we need a measure of cash-flow over sales, proxied by
the share of gross profits in total revenues which, in turn, proxies the potential for re-investment.

Moreover, since we are interested in how efficiency affects firm growth, we employ relative labour
productivity computed as the ratio of value added and the number of employees10:

LPit =
VAit

Employeesit
−

1

N

∑

i

VAit

Employeesit

Value added is computed as revenues minus costs of intermediate inputs. Finally, relative firm size is
defined as follows:

Sizeit = log(Employeesit)−
1

N

∑

i

log(Employeesit)

For both relative labour productivity and size variables, before the logarithmic transformation, we add
one to the employees since quite a few new firms in their first years do not record any employee. All
monetary variables are deflated with 3-digit level production price indexes available from the US Bureau
of Labor Statistics (BLS) (base year 2009).

Table 3 presents the mean values for the variables of interest. One important aspect to highlight is the
pattern observed during the period 2008-2009: in particular, average revenues, growth rates, profitability
and labour productivity experience a considerable decrease during the financial crisis11 while they bounce
back to pre-crisis levels in 2010-2011.

As found in other works, the distribution of firm growth rates (unreported) displays a Laplace or
symmetric exponential distribution (Bottazzi and Secchi, 2006). Moreover, it is highly skewed to the
right in the first year (i.e. 2005) while, successively, it has a tendency to move towards the left meaning
that, on average, firms tend to grow less as they age and that the representative firm experiences little
growth which is consistent with empirical evidence (see, among others, Coad et al. (2013a) and Navaretti
et al. (2014)).

Regarding the fitness variables, on the one hand, the labour productivity distribution moves towards
the right with time indicating how surviving firms, possibly due to selection and to learning-by-doing
effects, become more productive on average. On the other hand, the average profitability does not show a
clear trend: it experiences an increase in the first two years while it decreases during the period 2006-2009
and it grows again during 2010-2011.

9We chose to normalize the variables at this level of disaggregation given that in some two-digit NAICS sectors the
number of firms is very low. However, the subsequent analysis was also conducted employing variables normalized at
two-digit level and results were not affected.

10As argued in Dosi et al. (2016) and Dosi and Grazzi (2006), TFP might be biased in the presence of technologically
heterogeneous firms and complementarity among inputs. However, as a robustness check, we run the analysis using a TFP
measure yielding qualitatively similar results (see Appendix 3).

11See Zarutskie and Yang (2015) for an thorough examination of young firms performance during the Great Recession
employing the KFS dataset.
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Table 3: Summary statistics per year

Variable 2004 2005 2006 2007 2008 2009 2010 2011

Revenues ($) 301,819 662,857 1,023,084 1,034,818 679,539 1,849,914 1,804,916 2,000,187
(57,580) (110,492) (150,067) (185,103) (180,002) (161,739) (173,035) (178,895)

Growth (log) - 0.97 0.37 0.14 0.07 -0.08 0.06 0.05
(-) (0.71) (0.23) (0.10) (0.05) (-0.01) (0.04) (0.03)

Size 3.92 4.77 5.32 5.20 5.04 5.21 5.83 5.71
(2.00) (2.00) (2.00) (2.00) (2.00) (2.00) (2.00) (2.00)

ROS 0.38 0.40 0.39 0.37 0.33 0.22 0.31 0.32
(0.45) (0.38) (0.36) (0.34) (0.30) (0.26) (0.27) (0.26)

LP (log) 9.23 9.61 9.86 10.01 9.92 9.86 9.93 9.92
(9.37) (9.74) (10.00) (10.07) (10.13) (10.00) (10.09) (10.17)

# of firms 968 863 676 575 462 421 374 350

Notes: Population-weighted results using KFS survey weights. Variables in this table are not de-meaned at the sectoral level.

Medians in parenthesis. Monetary variables are measured in real terms (base year 2009).

4 Growth of the ‘fitter’ analysis

In order to provide a first overview concerning the relations among firm growth, on one side, and prof-
itability and productivity, on the other, Table 4 presents contemporaneous correlations for both the
pooled sample and for different NAICS sectors at one-digit level. For the pooled sample, the correlations
are positive and significant. However, labour productivity features a higher correlation with growth as
compared with profitability (25% vs. 15%).

The relatively low overall correlation between growth and profitability is something found also in
other studies focusing on new firms: for instance, considering Swedish new firms in knowledge-intensive
services, Delmar et al. (2013) shows that the correlation between profitability and firm growth is only
8%. It is worth noticing that, if we consider that knowledge-intensive services correspond mainly to
NAICS 5 (Information, Finance, Real Estate and Professional Services), we can see that the correlation
between growth and ROS (5%) is similar to the one reported by Delmar et al. (2013). Moreover, pair-wise
correlation coefficients show considerable degrees of heterogeneity across industries as observed in other
studies (Federico and Capelleras, 2015).

Table 4: Contemporaneous Correlation Matrix

Growth-ROS Growth-LP
NAICS Pairwise Obs Pairwise Obs

1 0.06 20 0.23 20
2 0.15 241 0.16 241
3 0.01 528 0.27 528
4 0.25 704 0.30 704
5 0.05 1,751 0.24 1,751
6 0.23 91 0.03 91
7 -0.07 150 0.02 150
8 0.10 235 0.34 235

Total 0.15 3,720 0.25 3,720

Notes: Population-weighted results using KFS survey weights. Variables in this table are not de-meaned at the sectoral level.

Bold numbers are statistically significant at the 95% level.

Empirical contributions focused on the analysis of market selection mechanisms have mainly recurred
to decomposition methodologies. In this study, we follow the approach outlined by a series of empirical
contributions (Bottazzi et al., 2010; Dosi et al., 2014, 2015) pursuing the direct estimation of the rela-
tionships between fitness variables and growth rates through firm-level regressions. As argued by Dosi
et al. (2015) concerning the productivity-growth nexus the empirical literature has rarely followed this
route, perhaps influenced by the theoretical agreement that firm growth and firm efficiency are positively
and strongly correlated.

Drawing on Dosi et al. (2015), our main specification accounts for the overall explanatory power of
current and lagged levels of relative fitness variables (alternatively, productivity and profitability) upon
new firms growth. Successively, we examine the explanatory power of relative fitness levels as opposed to
changes over time of relative fitness. Finally, we disentangle whether selection forces operate according
to different degrees of intensity depending on the sector under examination.
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4.1 Firm growth and relative ‘fitness’

In order to investigate the relationships described in the previous section, we estimate the following
equations:

Growthi,t = α+

1
∑

k=0

βkROSi,t−k + γSizei,t−1 + λt + φsi + ηri + ǫi,t (1)

Growthi,t = α+

1
∑

k=0

βkLPi,t−k + γSizei,t−1 + λt + φsi + ηri + ǫi,t (2)

where Growthi,t indicates relative firm growth rate for each firm i at time t, ROS is relative profitability
while LP refers to relative labour productivity. Moreover, ri and si are respectively the State and the
industry in which firm i operates12.

Eq. (1) and (2) represent our growth models which extend the traditional Gibrat type growth equation
where firm growth rates are usually regressed on size. In Eq. (1), growth is regressed against current
and lagged ROS in order to capture the association between profitability and firm growth. Eq. (2) is
employed in order to examine how firms’ efficiency, proxied by labour productivity, is associated with
firm growth.

Furthermore, our main focus is not just related to the point estimates and significance levels of current
and lagged relative labour productivity and profitability. Instead, we are interested in assessing which is
the “overall” contribution of relative productivity and profitability to sales growth. Indeed, if markets
are able to reward firms based on their relative ‘fitness’, productivity and profitability should be good
predictors of firms’ growth and survival; thus accounting for a good part of its variance. Hence, to
verify if this is the case, we resort to an R2 decomposition which allows us to establish the contributions
of individual and groups of variables to the total variance of the model. In particular, we compute the
Shapley value (Shapley, 1953) which represents the average marginal contribution of individual regressors
to the overall goodness-of-fit of the model 13.

In order to get the intuition behind the procedure used to calculate the Shapley values, assume we
start from one of the models described above and that “we successively remove regressor variables, one by
one and according to a particular ordering of the variables. The difference in goodness-of-fit associated
with the elimination of a variable can be regarded as the variable’s marginal contribution in this particular
ordering of the regressors. Treating all orderings equally probable, the Shapley value of a variable equals
the variable’s average marginal contribution over all possible orderings” Huettner et al. (2012, p.3).

Before starting to illustrate the results, we must stress that our empirical strategy is not intended
to identify causal effects among, on the one hand, profitability and productivity and, on the other,
firm growth rates. Instead, we seek to test the ‘replicator dynamics’ in its purest form and to report
associations between these variables. Furthermore, we are not particularly concerned about omitted
variable bias given that previous empirical exercises on the determinants of firm growth did not actually
find any particular factor that systematically explain firm growth rates to any large extent (Coad, 2009).

Table 5 presents OLS and FE estimates of Eq. (1): they indicate that profitability exerts a significant
effect on firm growth (Table 5). However, while current ROS has a positive association, its lagged
coefficient is negative. The signs, magnitudes and patterns of statistical significance are quite stable
across both specifications. Table 6 presents the estimation for Eq. (2). As for the profitability model, the
signs of the current coefficient is positive while the first lag is negative but the magnitude of the point
estimates is considerably higher for productivity14.

These results so far indicate that firms’ ‘fitness’, particularly our proxy for efficiency, do significantly
affect firm growth. Still, we cannot say much regarding the strength of market selection mechanisms in
rewarding or punishing firms based on their productivity or profitability.

In Tables 5 and 6, we also report the results of the above models for the Shapley R2 decomposition.
Despite the significant coefficients, we can observe that ROS do not turn out to be very important in

12In order to control for location-specific factors that could affect the relationships under study, we use the dummy
variables corresponding to all 50 US States plus the District of Columbia. With respect to the sectors, we employ two-digit
NAICS dummies.

13A more detailed description of this method is provided in Appendix 1.
14For both models, we checked whether the same signs hold by estimating two separate specifications with current and

lagged ‘fitness’ variables alternatively inserted as the only regressor. The estimates confirm that the sign pattern is not due
to “perverse” collinearity between current and lagged productivity and profitability.
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Table 5: Growth and Profitability

OLS FE

Coef. R2 share Expl. variance Coef. R2 share Expl. variance

ROSt 0.007∗∗∗ 3.02






1.43
0.008∗∗∗ 1.91







1.46(0.002) (0.002)
ROSt−1 −0.011∗∗∗ 5.93 -0.010∗∗∗ 2.89

(0.003) (0.002)
Sizet−1 0.029 0.50 0.08 -0.100∗∗ 0.33 0.10

(0.021) (0.048)

Year FE (7 d)∗∗∗ 81.85 13.09 (7 d)∗∗∗ 41.78 12.79

Sectoral FE (21 d)∗∗∗ 3.35 0.54 - - -

State FE (51 d)∗ 5.35 0.86 - - -

Firm FE - - - (863 d)∗∗∗ 53.09 16.25

Constant −0.874∗∗∗ -0.293∗∗∗

(0.323) (0.059)

Total 100 15.99 100 30.60

N. obs. 3,720 3,720
N. firms 863 863
R2 15.99 30.60

Notes: Pooled OLS and FE estimates using KFS survey weights. ***, ** and * indicate significance on a 1%, 5% and 10%
level for individual variables (t-test) or groups of dummy variables (F-test). For the latter, we provide in parenthesis the

number of variables for each group of dummies. In the “R2 share” column we report the Shapley values while in the “Expl.
variance” we present the contribution of each variable to the total variation of growth rates. For instance, in the case of the

OLS estimates, the value for both ROSt and ROSt−1 is obtained by multiplying their Shapley values with the model

R2((3.02 + 5.93)× 0.1599 = 1.43). Sectoral and State dummies are not included in the FE model since they are time-invariant
variables.

Table 6: Growth and Productivity

OLS FE

Coef. R2 share Expl. variance Coef. R2 share Expl. variance

LPt 0.390∗∗∗ 34.85






21.48
0.356∗∗∗ 22.32







19.26(0.022) (0.033)
LPt−1 −0.361∗∗∗ 28.29 -0.372∗∗∗ 21.06

(0.023) (0.034)
Sizet−1 −0.028 0.22 0.08 -0.256∗∗∗ 0.75 0.33

(0.019) (0.046)

Year FE (7 d)∗∗∗ 32.89 11.18 (7 d)∗∗∗ 24.62 10.94

Sectoral FE (21 d) 1.39 0.47 - - -

State FE (51 d) 2.36 0.80 - - -

Firm FE - - - (863 d)∗∗∗ 31.24 13.88

Constant −0.748∗∗∗ -0.225∗∗∗

(0.291) (0.044)

Total 100 34.01 100 44.41

N. obs. 3,720 3,720
N. firms 863 863
R2 34.01 44.41

Notes: see notes in Table 5.
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terms of explanatory power. In fact, the Shapley values of current and past ROS represent a mere 1.4%
of firm growth rates variation in both OLS and FE models. Contrarily, the Shapley values of labour
productivity accounts for a higher share of the total goodness-of-fit of the OLS and FE models and reach
around 19-21% of firm growth rates.

Finally, moving to the examination of Gibrat’s Law, we observe that point estimates, significance and
sign patterns of the Sizet−1 coefficient are not stable when estimating Eq. 1 and 2 by means of OLS, while
the coefficient becomes negative and significant when employing the FE estimator 15. However, although
we can reject Gibrat’s law, we must stress that the explanatory power of Sizei,t−1 is very marginal given
that it reaches only up tp 0.75% of total growth rates variation.

4.2 Firm growth and relative ‘fitness’ levels vs. changes

In what follows, we test the second prediction stemming from industry dynamics models. In particular,
drawing on this literature, one would expect firm growth dynamics to be strongly related to firm relative
‘fitness’ levels. In the previous section we show that the Shapley values obtained for both productivity
and profitability are actually the results of two conflicting effects, a positive one from contemporaneous
variables and a negative one from the lagged ones. Thus, one may suspect that the actual drivers of firm
growth are not related to relative ‘fitness’ levels at any time period, but rather in their change through
time. Hence, in line with Dosi et al. (2015), we specify a different regression model allowing us to test the
importance of relative ‘fitness’ levels vis-à-vis relative ‘fitness’ changes. We test this hypothesis for both
labour productivity and profitability in the case of newly-established firms by estimating the following
equations:

Growthi,t = α+ β∆∆ROSi,t−k + βMROSi,t + γSizei,t−1 + λt + φsi + ηri + ψt,si + ǫi,t (3)

Growthi,t = α+ β∆∆LPi,t−k + βMLPi,t + γSizei,t−1 + λt + φsi + ηri + ψt,si + ǫi,t (4)

where ∆LPt and ∆ROSt are the log differences of relative labour productivity and profitability over
two consecutive time periods, accounting for the dynamics of relative efficiency and profitability, while
LP t and ROSt are the within-firm average relative LP and ROS levels computed over t and t − 1, in
turn capturing the absolute differential efficiency and profitability among firms. Following a ‘replicator
dynamics’ depiction of market selection, firms should be selected and grow mostly according to their
“static” relative ‘fitness’ and, thus, one would expect the Shapley values of ROSt and LP t to be grater
than those of ∆ROSt and ∆LPt.

However, consistent with the findings provided in Dosi et al. (2014) and Dosi et al. (2015), our results
show that almost all explanatory power of relative productivity and profitability is attributable to changes
in relative ‘fitness’ rather than levels thereof. In fact, labour productivity and profitability levels both
account only for around 0.8% of total growth rates variation (Tables 7 and 8). On the contrary, the share
of total explained variance accounted for by changes in ‘fitness’ levels is around 1.3% and 19-20% for,
respectively, profitability and labour productivity.

15To obtain a clearer picture, we estimated the models using OLS, FE and GMM-sys inserting exclusively Sizei,t−1 as
independent variable (along with regional, time, sector dummies and year-sector FE). The estimates clearly reject Gibrat’s
law for the whole sample of firms since the coefficient is negative and significant. To sum up, the instability of the results
commented in the main regressions is probably due to the high correlation between labour productivity and firm size.
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Table 7: Growth and Profitability changes vs. levels

OLS FE

Coef. R2 share Expl. variance Coef. R2 share Expl. variance

∆ROSt 0.009∗∗∗ 8.56 1.37 0.009∗∗∗ 4.54 1.39
(0.001) (0.001)

ROSt −0.004 0.39 0.06 -0.002 0.26 0.08
(0.004) (0.002)

Sizet−1 0.029 0.50 0.08 -0.100∗∗∗ 0.33 0.10
(0.021) (0.048)

Year FE (7 d)∗∗∗ 81.85 13.09 (7 d)∗∗∗ 41.78 12.79

Sectoral FE (21 d)∗∗∗ 3.35 0.54 - - -

State FE (51 d)∗ 5.35 0.86 - - -

Firm FE - - - (863 d)∗∗∗ 53.09 16.25

Constant −0.874∗∗∗ -0.293∗∗∗

(0.323) (0.059)

Total 100 15.99 100 30.60

N. obs. 3,720 3,720
N. firms 863 863
R2 15.99 30.60

Notes: see notes in Table 5.

Table 8: Growth and Productivity changes vs. levels

OLS FE

Coef. R2 share Expl. variance Coef. R2 share Expl. variance

∆LPt 0.376∗∗∗ 62.79 21.35 0.364∗∗∗ 43.18 19.18
(0.021) (0.029)

LP t 0.029∗ 0.36 0.12 -0.016 0.20 0.09
(0.016) (0.033)

Sizet−1 −0.030 0.22 0.08 -0.256∗∗∗ 0.75 0.33
(0.019) (0.046)

Year FE (7 d)∗∗∗ 32.89 11.18 (7 d)∗∗∗ 24.62 10.94

Sectoral FE (21 d) 1.39 0.47 - - -

State FE (51 d) 2.36 0.80 - - -

Firm FE - - - (863 d)∗∗∗ 31.24 13.88

Constant −0.748∗∗∗ -0.225∗∗∗

(0.291) (0.044)

Total 100 34.01 100 44.41

N. obs. 3,720 3,720
N. firms 863 863
R2 34.01 44.41

Notes: see notes in Table 5.
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4.3 Firm growth and ‘fitness’ variables across sectors

After the investigation based on the whole sample of new firms, we present a more disaggregated analysis
given that market selection mechanisms might substantially differ depending on the sector examined.
Despite this, the great bulk of empirical evidence focuses on the manufacturing sector. The investigation
of how selective pressures operate in different sectors is particularly relevant in our case for two addi-
tional reasons. The first one is that the number of entrants in the service sector in the US outnumber
manufacturing new firms around 8 to 1 (Kim et al., 2006). The second one is due to the fact that new
firms are particularly heterogeneous, ranging from self-employed workers to professionals featuring high
levels of education, to cutting-edge high-tech firms attempting to compete in global markets (Hurst and
Pugsley, 2011).

We, therefore, begin by conducting a split-sample analysis by considering the differences among man-
ufacturing and services. For the entire sectoral analysis, we estimate Eq. (3) and (4) employing the FE
estimator given that it accounts for firm unobserved heterogeneity. Moreover, for the sake of brevity, we
only show the results for the Shapley R2 decomposition (the complete set of results is available upon
request). Table 9 contains the Shapley values along with the percentage of total explained variance
accounted for by our variables of interests. The estimates indicate that there seem to be slightly more
selective pressures in terms of productivity for firms in service sectors as compared with manufacturing:
the explanatory power of productivity is higher for service firms. This result is in line with evidence
regarding new firms (Delmar et al., 2013) and several studies using decomposition methodologies which
report a larger contribution of the between component to aggregate productivity growth in services when
compared to manufacturing (Foster et al., 2006; Baldwin and Gu, 2011).

As already shown in the previous sections of the paper, ROS turns out to account for a negligible
(or even irrelevant) share of total firm growth variation. Therefore, although we present the results of
the models including this profitability proxy, we restrain from drawing strong conclusions regarding the
heterogeneous effects of selection upon profitability across sectors16.

Table 9: Manufacturing vs. Services - FE R
2 decomposition

∆ROSt ROSt Sizet−1 Firm FE R2 Obs. Firms

Manufacturing

R2 share 5.01 0.35 0.33 41.39 38.23 2,930 677
Explained variance 1.91 0.13 0.13 15.83
Services

R2 share 1.52 1.99 1.57 83.71 50.65 528 116
Explained variance 0.77 1.01 0.79 42.40

∆LPt LP t Sizet−1 Firm FE R2 Obs. Firms

Manufacturing

R2 share 39.82 0.16 0.68 25.48 52.40 2,930 677
Explained variance 20.86 0.09 0.36 13.35
Services

R2 share 34.86 1.19 2.26 53.86 51.32 528 116
Explained variance 22.94 0.79 1.49 35.45

Notes: FE estimates using KFS survey weights. For each sectoral regressions, we directly report the Shapley values (R2 share)

for the ‘fitness’ variables, lagged firm size and firm fixed effects. For the same set of co-variates we display the contribution to

the total variation of growth rates in the row “Explained variance”. The regressions include a full set of time dummies. The

complete results are available upon request.

A reason why selective pressures for new firms appear to be stronger in services than in manufacturing
could be related to the presence of higher sunk costs in the latter. According to the model by Hölzl
(2015), industries with higher sunk costs should exhibit a lower speed of market shares reallocation.
Austrian data confirms this hypothesis. Indeed, market share reallocation is less important as source of
overall productivity growth in higher-sunk-cost industries: “sunk costs can explain the low contribution
of reallocation of productivity growth in manufacturing sector compared to many service sectors” (Hölzl,

16As already pointed out, we opted for this proxy for both theoretical and empirical reasons. In robustness tests, we also
check the sensitivity of our findings employing an alternative measure, namely, Returns on Assets (ROA). The significance
levels and magnitudes of the coefficients for this proxy are slightly higher if compared with ROS. However, the share of
the explained variance accounted for by this regressor is still negligible given that it reaches only up to 3%. The estimates
regarding the sectoral analysis using ROA confirm that: i) the dynamic term of profitability accounts for a larger share of
growth rates variation; ii) selection on profitability appears to be higher in services, low-tech and less concentrated sectors.
Results are available upon request.
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2015, p.341) which has been documented by several empirical investigations17.
The analysis performed for the manufacturing sector allows comparison with Dosi et al. (2015). Using

similar techniques, they show that the contribution of productivity to the explained variance of firm
growth around 15-20%. While there are some differences in the techniques employed among the two
papers, the results are vastly comparable up to some percentage point.

We also perform a split-sample analysis to take into account potential differences among sectors
depending on their innovation intensity. We make of use of the technological classes present in the KFS:
based on Chapple et al. (2004), the KFS considers firms as high-tech if they belong to a sector which
is technology generator or technology employer. According to this taxonomy, industries are defined as
generators of technology according to the NSF’s Survey of Industrial Research and Development as sectors
that exceed the US average for both R&D expenditures for employees and the proportion of full-time
equivalent R&D scientists and engineers in the industry workforce. A firm is technology employer whether
in its industry the employment of these occupations exceeds three times the national average. The list
of sectors considered high-tech can be found in Table A1 in the Appendix.

Table 10: High-Tech vs. Low-Tech - FE R
2 decomposition

∆ROSt ROSt Sizet−1 Firm FE R2 Obs. Firms

High-Tech

R2 share 0.38 0.58 0.64 17.96 61.52 625 152
Explained variance 0.23 0.35 0.39 11.05
Low-Tech

R2 share 4.68 0.25 0.30 58.23 29.16 3,094 711
Explained variance 1.36 0.07 0.09 16.98

∆LPt LP t Sizet−1 Firm FE R2 Obs. Firms

High-Tech

R2 share 15.42 0.39 0.52 13.32 70.05 625 152
Explained variance 10.80 0.27 0.36 9.33
Low-Tech

R2 share 45.65 0.19 0.81 33.06 43.88 3,094 711
Explained variance 20.03 0.08 0.35 14.51

Notes: see notes in Table 9.

The estimates presented in Table 10 reveal an overall weaker power of ‘fitness’ variables in high-tech
industries with respect to firms in low-tech sectors especially for productivity. This appears to be in line
with recent evidence documenting a reduction in the strength of the productivity-growth relationship
especially for young high-tech firms vis-à-vis their young non-tech counterparts starting from the early
2000s (Decker et al., 2016). These results could be also interpreted as signals that market selection might
operate on longer time horizons in environments in which the uncertain and risky innovation activities
have a crucial role in shaping industrial dynamics (Geroski and Mazzucato, 2002). Therefore, low levels
of efficiency or even temporary losses of ‘fitness’ do not cause an immediate decrease in firm growth rates.

There are several other competing explanations however with respect to the low explanatory power of
productivity in high-tech sectors. First, previous contributions showed that productivity improvements
are not always beneficial for firm performance and survival in relatively new sectors (Klepper, 1996b,
2002; Esteve Pérez et al., 2015). Indeed, in these contexts, efficiency improvements might matter less
than product innovation. Conversely, in mature phases cost-lowering investment are more effective.
Therefore, during the early phase of the life cycle younger managers with a more risk-loving attitude
(Cucculelli and Ermini, 2012; Navaretti et al., 2014) may be more effective in introducing innovations
and, thus, surviving market competition.

A different possible interpretation concerning the results in high-tech and low-tech sectors is the
mediating role of finance with respect to market selection. Indeed, for high-tech firms, performance
might respond less to productivity improvements given that their competitiveness is based on innovative
efforts that usually yield results long after the project’s inception. Market selection would then be based
on other factors especially during the first years of activity. In this sense, the role of credit might be
crucial in easing “the selection pressures on innovative firms by providing them with the means to survive
until their innovative products make it to the market” (Geroski and Mazzucato, 2002).

17Foster et al. (2006) shows that retail trade establishments feature reallocation rates of outputs and inputs that are
roughly 50 percent higher than for manufacturing in the US. Furthermore, “entry and exit of establishments plays a much
larger role in retail trade. [...] This pattern of lower reallocation and greater dispersion in manufacturing makes sense given
the presumably higher adjustment costs in manufacturing (e.g., higher barriers to entry given minimum efficient scale)”.
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An additional empirical test is to investigate whether ‘fitness’ variables are more important in driving
selection among firms in sectors with higher competition/lower concentration. We test this hypothesis
by classifying firms according to the concentration of their respective sectors. In order to do this, we
exploit the data from the Economic Census of 2007 which provide us with the share of revenues accounted
for by the largest 20 and 50 firms in each NAICS sector. According to these data we categorized each
NAICS sectors at two-digit level into either a high-concentration and low-concentration industry18. The
R2 decomposition exercise provides insights on the relative strength of market selection and confirms
our intuition according to which in sectors characterized by lower concentration and, hence, higher com-
petitive pressure, selection based on efficiency and profitability is stronger than in sectors with higher
concentration and lower competition (Table 11).

Table 11: High-Concentration vs. Low-Concentration - FE R
2 decomposition

∆ROSt ROSt Sizet−1 Firm FE R2 Obs. Firms

High-Concentration

R2 share 1.00 0.46 0.55 71.10 26.43 1,183 282
Explained variance 0.26 0.12 0.14 18.79

Low-Concentration

R2 share 5.26 0.38 0.27 42.08 35.82 2,536 581
Explained variance 1.89 0.14 0.10 15.08

∆LPt LP t Sizet−1 Firm FE R2 Obs. Firms

High-Concentration

R2 share 41.88 0.18 0.99 39.74 39.54 1,183 282
Explained variance 16.56 0.07 0.39 15.71

Low-Concentration

R2 share 40.76 0.26 0.62 26.18 49.58 2,536 581
Explained variance 20.21 0.13 0.31 13.98

Notes: see notes in Table 9.

5 Survival of the ‘fitter’ analysis

We now turn to the investigation of the second aspect of selection, namely, the survival of the fitter.
While most datasets do not provide information on firm survival and on the exit mode, the KFS allows
to distinguish between firms that either survived, permanently closed operations and merged with or
were sold to other firms. In order to study how ‘fitness’ variables relate to exit, we exclude those
new independent firms which exit the market through mergers or acquisitions and, consequently, we
consider exit only in terms of firms being permanently ‘out of business’. A new firm exiting by merger
or acquisition is more likely to be a successful firm, or at least one that still has potential. Contrarily, a
firm that permanently ceases operations probably features a mismatch between the firm’s resources and
capabilities and the opportunities in the marketplace19. Contrarily to the first part of the analysis, the
sample is larger given that we do not lose the first year to compute growth rates. The unique firms are
980 for a total number of 4,625 observations.

We begin by providing descriptive evidence on whether surviving and exiting firms display systematic
differences in terms of their productivity and profitability performances. In particular, we examine the
specific position of exiters in the productivity and profitability distributions. We ranked firms according
to their LP and ROS levels in order to successively compute the corresponding quantiles in each year
(Table 12). It is clear that exit is mainly observed for those firms located at the lower bottom of
the distribution of both productivity and profitability. For the pooled sample, 52.75% and 50.57% of
the exiting firms belong to the two lowest quantiles of the productivity and profitability distributions,
respectively. However, 28.91% and 31.82% of exiting firms belong to the top two quantiles of both
distributions. The figures related to productivity closely match the evidence presented in Baily et al.
(1992) for the manufacturing sector in the US.

It is also clear that there is a great deal of variation in exit patterns across different years. For
labour productivity, we can see that the amount of exiting firms drawn from the highest quantile of the

18The sources of the data and the list of sectors can be found in Table A2 in the Appendix.
19However, we cannot exclude that, among the firms declaring to be permanently ‘out of business’, some of them can

be considered successful exits. In fact, entrepreneurs may voluntarily cease operations if they have better outside options
implying that the firm cannot be considered completely unviable.

16



distribution tends to decrease with time. Indeed, while in 2004 17.24% of the exiting firms belongs to the
highest quantile, this figure is considerably lower in 2010 reaching 3.70%. In line with previous empirical
evidence (Bellone et al., 2008; Esteve Pérez et al., 2015), this might indicate that market selection based
on ‘fitness’ becomes more and more important as firms age. With respect to profitability, we observe a
different pattern since firms in the highest quantile of the distribution do not show a lower fraction of
exiting firms with respect to rest of the distribution. In fact, for almost all years, the lowest percentage
of exiting firms is drawn from the central part of the distribution (quantiles 3 and 4), thus suggesting a
non-linear relation with survival.

Table 12: LP and ROS of exiting firms

1 2 3 4 5 Total

Exit during: LP quantiles in the year of exit
2004 38.39 06.83 15.61 21.94 17.24 100
2005 27.81 19.11 17.61 20.04 15.07 100
2006 32.92 21.24 25.89 9.04 10.91 100
2007 38.48 19.06 12.98 11.94 17.54 100
2008 39.49 24.05 17.01 12.38 7.07 100
2009 50.75 11.02 21.79 13.29 3.16 100
2010 44.50 24.46 19.64 7.71 3.70 100
Whole period 35.89 16.86 18.33 15.94 12.97 100

Exit during: ROS quantiles in the year of exit
2004 31.28 26.14 16.99 12.03 13.56 100
2005 23.20 18.92 22.02 16.65 19.21 100
2006 27.09 21.09 17.87 15.36 18.59 100
2007 40.34 20.12 15.06 12.12 12.35 100
2008 22.28 27.59 11.47 20.14 18.53 100
2009 29.98 16.41 12.67 18.75 22.18 100
2010 34.26 18.32 20.03 20.42 6.97 100
Whole period 28.90 21.67 17.61 15.60 16.22 100

Notes: Population-weighted using KFS survey weights. Quantile 1 is the bottom of the distribution while quantile 5 is the top

of the distribution. The first cell on the top left means that 38.39% of exiting firms in 2004 were in the bottom quantile of the

2004 productivity distribution.

Additionally, for each quantile we computed both the share of firms that exited until the end of each
period and the corresponding percentage of survivors (Table 13). We can observe that a substantial share
of low-productivity and low-profitability firms has a significant degree of resilience. Indeed, 93% of the
firms belonging to the lowest quantile of the productivity distribution at time t − 1 do not exit at at
time t. We can also notice that a relevant part of high-productivity and high-profitability firms exit the
market. In particular, if we carefully analyze the quantiles of the profitability distribution, we see that
the most profitable firms (5th quantile) have a share of exiting firms which is higher compared to the
central parts of the distribution while this is not the case for labour productivity. Again, this might hint
at a non-linearity in the relationship between survival and profitability.

Table 13: Transition rates: LP and ROS and exit

Quantile Surviving Exiting Surviving Exiting

LPt ROSt

1 90.87 9.13 90.64 9.36 100
2 93.03 6.97 93.69 6.31 100
3 93.44 6.56 94.22 5.78 100
4 94.50 5.50 94.64 5.36 100
5 95.73 4.27 94.34 5.66 100

LPt−1 ROSt−1

1 92.75 7.25 91.33 8.67 100
2 93.79 6.21 94.20 5.80 100
3 93.86 6.21 95.42 4.58 100
4 96.21 3.79 95.19 4.81 100
5 95.41 4.59 94.89 5.11 100

Notes: Population-weighted using KFS survey weights. Quantile 1 is the bottom of the distribution while quantile 5 is the top

of the distribution. The first cell on the top left means that, at time t, 90.87% of firms in the lowest quantile of the

productivity distribution survived in the same year. The last cell on the bottom left means that 95.41% of firms in the highest

quantile of the productivity distribution at t − 1 suvived at time t.
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The statistics outlined above suggest that among exiting firms a considerable amount comes from
firms located at the lower tails of the productivity and profitability distributions. Notwithstanding this,
we also observe that a non-negligible share of under-performing firms is able to remain in the market.

To explicitly test whether ‘fitness’ variable do significantly drive exit dynamics, while controlling for
other covariates, we estimate a complementary log-log model. Most studies conducting survival analysis
employ the Cox Proportional Hazard (CPH) model, where the covariates determine differences across
firms with respect to the baseline hazard model. However, the CPH assumes continuous survival time
and exact ordering of firms with respect to their failure time (Jenkins, 2005). In our case, since we
have annual data, we are only able to observe failures at discrete intervals without being able to order
them within each year. Hence, we employ a discrete time model to investigate the relationship between
‘fitness’ variables and new firm survival. A central concept in survival analysis is the hazard rate h,
which can be defined as the probability that a firm exits the market at time t given that it has survived
until t, conditional on a vector of co-variates xit. The discrete time duration model can be estimated
by binary variable methods, and time varying co-variates can be included (Jenkins, 2005). In order to
be estimated, the hazard function requires the specification of a functional form. Following Prentice and
Gloeckler (1978), we assume the hazard rate h to be distributed as a complementary log-log function, as
it has a convenient property of representing the discrete time representation of an underlining continuous
time proportional hazard model:

h(xit) = 1− exp[− exp(β0 + x′itβ + γt)] (5)

where xik is vector of time-varying regressors including the same variables as in the first part of the
analysis. We must stress that the complementary log-log model allows to account for unobserved but
systematic differences across firms (also known as ‘frailty’). However, we run the complementary log-log
model with unobserved heterogeneity and we could not reject the null hypothesis that the frialty variance
component is equal to zero at the 1% significance level. Therefore, the reported estimates are obtained
under the hypothesis of no unobserved heterogeneity. As for the analysis carried out so far, the estimates
presented successively should be interpreted as associations and not causal effects.

Before presenting the results, it is important to stress that, due to the relatively low number of exits
in some of the sectors in our sample, we are not able to conduct a split-sample analysis for different
industries as in the previous sections of the paper.

In interpreting the point estimates, note that the negative coefficients in these models denote an
increase in the likelihood of surviving. Quite surprisingly, the estimates indicate that relative ROS does
not appear to significantly affect firm survival (Tables 14 and 15). On the contrary, relative labour
productivity has a significant relation with new firm failure (Tables 16 and 17). In particular, a 1%
increase in LPi,t decreases the probability of failure by 0.087%, ceteris paribus20. The model considering
both changes and levels of labour productivity (Table 15) confirms the importance of firm efficiency levels
in determining the probability of failure (a 1% increase in LP i,t decreases the probability of going out of
business by 0.15%) while changes in efficiency are not significant.

As in the analysis focusing on the growth of the fitter principle, our goal is to understand how strong
the ‘cleansing’ effect of market selection mechanisms is with respect to the least fit firms. Therefore, we
apply the Shapley R2 decomposition technique employed for the firm growth analysis (Huettner et al.,
2012). As argued in Cox and Snell (1989), the R2 statistic can be applied to other regression models
(such as the complementary log-log model or the CPH) where the maximum likelihood is the criterion of
fit (Coad et al., 2016). The Cox-Snell R2 represents one of the alternatives:

Cox-Snell R2 = 1−
{

L(0)/L(β̂)
}

2

n

where L(0) and L(β̂) indicate, respectively, the likelihood of the ‘null’ model and the one of the fitted
model. Given that Cox-Snell R2 reaches a maximum value that is lower than unity for discrete models
(Nagelkerke, 1991), we opted for the Nagelkerke R2:

Nagelkerke R2 = Cox-SnellR2/[max(R2)]

where max (R2) = 1− L(0)
2

n

Successively, we applied the method by Huettner et al. (2012) to decompose the Nagelkerke R2 into
Shapley values for the different regressors.

20This is calculated as follows: [1− exp(−0.091)]× 1% = 0.087%.
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Table 14: Exit and Profitability

(1) R2 share
Explained
variance

ROSt 0.0001 1.68














0.78
(0.007)

ROSt−1 −0.001 0.07
(0.008)

Sizet−1 −0.170∗ 2.61 1.17
(0.092)

Year FE (7 d)∗∗∗ 23.93 10.75

Sector FE (21 d)∗∗∗ 26.64 11.96

State FE (51 d) 45.06 20.23

Constant −2.155
(1.390)

Total 100 44.91

N. obs. 4,625
N. firms 980
Nagelkerke R2 44.91

Table 15: Exit and Profitability changes vs. levels

(1) R2 share
Explained
variance

∆ROSt 0.0006 0.67 0.30
(0.004)

ROSt −0.001 1.08 0.49
(0.012)

Sizet−1 −0.170∗ 2.61 1.17
(0.092)

Year FE (7 d)∗∗∗ 23.93 10.75

Sector FE (21 d)∗∗∗ 26.64 11.96

State FE (51 d) 45.06 20.23

Constant −2.155
(1.389)

Total 100 44.91

N. obs. 4,625
N. firms 980
Nagelkerke R2 44.91

Notes: Complementary log-log model estimates using KFS survey weights. The dependent variable is a dummy taking the
value 1 if a firm is out of business and 0 otherwise. ***, ** and * indicate significance on a 1%, 5% and 10% level for
individual variables (t-test) or groups of dummy variables (F-test). The values in the “Explained variance” column represent
the contribution of each variable to the total variation of exit rates. If ROSi,t increases by 1%, then the hazard rate increases
by 0.0001%: [1 − exp(0.0001)] × 1% = 0.0001%.

Table 16: Exit and Productivity

(1) R2 share
Explained
variance

LPt −0.091∗∗∗ 7.07














6.48
(0.026)

LPt−1 −0.067∗∗ 6.02
(0.027)

Sizet−1 −0.110 1.58 0.78
(0.094)

Year FE (7 d)∗∗∗ 22.10 10.93

Sector FE (21 d)∗∗∗ 23.45 11.60

State FE (51 d)∗ 39.79 19.68

Constant −2.229
(1.406)

Total 100 49.47

N. obs. 4,625
N. firms 980
Nagelkerke R2 49.47

Table 17: Exit and Productivity changes vs. levels

(1) R2 share
Explained
variance

∆LPt −0.012 0.06 0.03
(0.021)

LP t −0.158∗∗∗ 13.03 6.45
(0.032)

Sizet−1 −0.110 1.58 0.78
(0.094)

Year FE (7 d)∗∗∗ 22.10 10.93

Sector FE (21 d)∗∗∗ 23.45 11.60

State FE (51 d)∗ 39.79 19.68

Constant −2.229
(1.406)

Total 100 49.47

N. obs. 4,625
N. firms 980
Nagelkerke R2 49.47

Notes: Complementary log-log model estimates using KFS survey weights. The dependent variable is a dummy taking the
value 1 if a firm is out of business and 0 otherwise. ***, ** and * indicate significance on a 1%, 5% and 10% level for
individual variables (t-test) or groups of dummy variables (F-test). The values in the “Explained variance” column represent
the contribution of each variable to the total variation of exit rates. If LPi,t increases by 1%, then the hazard rate decreases
by 0.087%: [1 − exp(−0.091)] × 1% = 0.087%.
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In line with the findings derived from the survival analysis, the Shapley decomposition indicates that,
among the two ‘fitness’ variables, labour productivity is once again the most important one. In fact,
while current and lagged ROS accounts for a negligible 0.8%, current and lagged labour productivity
account for roughly 6% of total variance in firm survival.

As for the growth of the fitter analysis, we are interested in testing whether exit is related to relative
‘fitness’ levels or changes thereof. In particular, for the survival of the fitter conjecture to hold, the static
components of ‘fitness’ variables should have higher explanatory power compared with the dynamic
ones. Results in Tables 15 and 17 indicate that almost the entire explanatory power in the case of
both profitability and productivity is accounted for by relative ‘fitness’ levels thus providing support for
the survival of the fitter principle. In particular, productivity levels represent 6.45% while productivity
changes reach only around 0.03% of total variation in firm failure. Likewise, the change in ROS over two
consecutive time periods only accounts for 0.30% while the average level of profitability reaches 0.49%.

However, it is clear that the explanatory power of firm ‘fitness’ variables is not strikingly high if
compared with other co-variates included in the models. In fact, time, sectoral and State dummies
together “explain” roughly 40%.

6 Robustness checks

We run a series of additional exercises in order to check the sensitivity of our results. First, one source of
bias could be related to potential feedback effects or reverse causality from growth to both productivity
and profitability21, even if our results are in principle mostly relevant as an upper bound: any reverse
causality effect would prove a fortiori the lack of selection force. However, we estimated the models
presented in Section 3 including one lag of the dependent variable by means of OLS and FE. The
coefficients regarding both profitability and labour productivity are slightly lower than the ones previously
shown indicating that reverse causality can, as predicted, make us overestimate the effects of ‘fitness’
variables. We also re-run the R2 decomposition exercises employing the above-mentioned specifications:
results concerning the average marginal contributions of both productivity and profitability variables do
not qualitatively change. The estimates regarding the lagged growth rates indicate a significant and
negative association with current growth. In terms of its explanatory power, however, past growth does
accounts only for around 1.5% of total variation in firm growth rates. Furthermore, in order to tackle
additional sources of endogeneity, we estimated these equations via GMM-diff and GMM-sys estimators.
Signs, patterns of statistical significance and magnitude of coefficients do not vary considerably when
adopting this alternative specification, thus, we do not believe our estimates to be severely biased. If
anything, we can argue that our results feature a potential positive bias from omitted variables and
reverse causality.

Second, we further check our results by re-running the entire growth analysis employing the balanced
panel. We do not observe substantial differences with the results shown in previous sections of the paper.
To tackle potential heterogeneous rates of attrition in different sectors, we also performed the same test
for the split-sample analysis and the differences among sectors closely match the ones observed using the
unbalanced sample.

Moreover, given that firms in the sample undergo the Great Recession, we also employed sector-year
fixed effects. By controlling for shocks common to all firms in a sector in a year, they allow us to remove
any meso-scale business cycle. The results (available upon request) do not experience any significant
change from the one shown in the article.

With respect to the survival analysis, we repeated the exercises by employing the CPH estimator
instead of the complementary log-log model and results are practically unaltered. We also employed the
Cox-Snell R2 instead of the Nagelkerke R2 and the estimates are essentially identical.

The survival models presented so far do not control for unobserved heterogeneity. Also, time duration
estimators do not allow us to compute the contribution of firm fixed effects to the goodness-of-fit of
the models. Hence, apart from running the baseline complementary log-log model, we augment it by
including a series of time-invariant control variables to check the sensitivity of our results. In particular,
we employ two types of co-variates considering both owner and firm level factors. At the owner level,
we include additional variables related to the characteristics of the owner. In particular, new firms are
endowed with knowledge and experience at birth through the human capital of their founder. Empirical
evidence suggests that this pre-entry features will affect the firm’s chances of survival (Dencker et al.,
2009). Hence, we use the principal owner’s years of work experience (Exp) as a proxy for pre-entry

21See Coad (2007), Dosi et al. (2015) and Federico and Capelleras (2015) for a discussion.
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experience. We also employ an education measure (Edu) to proxy for owner’s human capital which is
not experience related. The measure takes a value from 1 to 10, where 1 indicates less than 9 years of
education up to 10 which indicates a post-graduate degree. Furthermore, we control for the owner’s age
(Age) based on the conjecture that younger owners might have lower risk aversion, be more receptive
to new ideas while older ones might be more anchored to traditional routines and more risk adverse
(Persson, 2004). At the same time, a negative effect of age could be due to the fact that older owners
might be more reluctant to exit given lower outside opportunities. Finally, we add the number of owners
as an additional covariate given that there is some evidence that founding team size positively affects
new ventures performance (Klotz et al., 2014). For instance, Bates et al. (2013), employing the KFS,
find that larger teams of owners provide higher levels of experience and expertise which might foster new
firm growth.

At the firm-level, we insert a dummy variable capturing whether the new firm is home-based or not
(Home-based) given that previous research has shown that these businesses tend to be smaller and have
more modest growth aspirations (Coleman and Robb, 2012). Moreover, we include in the estimation an
additional dummy variable indicating whether a start-up is incorporated (as a corporation, partnership,
or limited liability company) (Corp). Recent research has emphasized how the legal status of a firm
at birth is an indication of the willingness to grow of its founders and represent a good predictor of
significant performance outcomes (Guzman and Stern, 2016). Finally, we also considered a dummy
variable representing whether a firm is high-tech (High-tech).

Results for these augmented models are consistent with those yielded in the case of the baseline
model (see Tables A3 and A4 in Appendix 3). Indeed, the total variance in firm failure accounted for
by profitability is still irrelevant, whereas productivity variables only marginally decrease their share to
around 5%. However, in line with previous literature emphasizing the importance of non performance
factors in explaining firm survival (Gimeno et al., 1997; DeTienne et al., 2008), the owner characteristics
represent roughly 11% of the total variation in firm failure, a figure higher than the one for ‘fitness’
variables and that highlights the importance of pre-entry features. What seems also to be driving firm
exit are ‘environmental’ variables such as macroeconomic shocks and age-related factors (both included
in our time dummies22) and sectoral dynamics. Moreover, the State dummies represent the most relevant
factor in line with previous literature showing the importance of location conditions in determining new
firm survival (Fotopoulos and Louri, 2000). These three groups of dummies together account for around
40% of the explained variance in firm failure.

7 Conclusions

This study contributes to the analysis of the workings and strength of market selection in the case of a
single cohort of US new independent firms. In particular, we explore whether and how effectively markets
select newly-born firms according to their fit in terms of both labour productivity and profitability. In the
first part of the analysis, by estimating the micro-relationships between proxies of firm relative ‘fitness’
and relative growth rates, we show that the latter are mainly driven by productivity while profitability
plays a negligible role. Indeed, through an R2 decomposition exercise, we find that productivity accounts
for around 19-20% of total firm growth rates variation. Contrarily, relative profitability appears to play
a marginal role accounting for only around 1.4%.

The evidence presented does reinforce the idea that selection forces do not operate according to a
naively Schumpeterian or classical notion (Bottazzi et al., 2010) also in the case of newly-born firms.
As argued by Coad (2009, p.108), “the mechanism of selection appears to be rather ‘sub-optimal’ in the
sense that its effectiveness is lower than it could conceivably be”. In fact, while industry dynamics models
predict that firms would compete for growth opportunities and markets would select them rewarding the
‘fitter’ ones, our findings indicate that selection via growth and exit seems to operate in more roundabout
ways. Moreover, the productivity-growth link is much stronger that the profitability-growth one23, in
line with recent empirical evidence regarding young firms (Federico and Capelleras, 2015). The selection
process might indeed be more related to behavioural factors concerning the growth orientation of firms’
managers and founders (Coad, 2009; Bottazzi et al., 2010) pricing strategies, willingness to invest and to
expand might actually matter more than ‘fitness’-based selection (Wiklund and Shepherd, 2003).

22However, disentangling which one of the two effects prevails represents an arduous task given that we examine only a
single cohort and we restrain from doing it since it is beyond the scope of this article.

23On this we agree with Coad (2007, p.385) that “evolutionary models in the future would do better to abandon the
assumption of a direct linear relationship between profits rates and growth rates, and replace it with an assumption of total
independence between the two.”
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Furthermore, at odds with the growth of the fitter principle, we show that firm growth rates are
influenced by changes in relative productivity rather than relative productivity levels as found in Dosi
et al. (2014) and Dosi et al. (2015). As already discussed in the latter work, the fact that relative ‘fitness’
levels do not appear to drive firm dynamics also in the case of new firms might be due to the fact
that selection works at finer levels of sectoral disaggregation that our empirical evidence is not able to
capture24. The challenge of properly demarcating units and populations (firms vs products, industries
vs markets/submarkets) over which selection forces operate has been taken up by Cantner et al. (2012).
They propose a shift in the analysis from the firm to the product level of a narrowly defined markets
(compact cars in Germany) and employ a measure of ‘fitness’ based on information over four main
product characteristics and prices. Their findings indicate that at their finer resolution selection does
operate according to a replicator dynamics mechanism.

It is also worth noticing the inter-sectoral differences in selection dynamics. Indeed, we find that
‘fitness’ variables tend to have a higher relevance for new firms in the service sector, a result consistent with
the evidence that the speed of market selection is higher in services as compared with the manufacturing
sector (Foster et al., 2006; Baldwin and Gu, 2011) and that this might be related to the presence of
higher barriers to entry and exit in the latter (Hölzl, 2015). Moreover, our findings reveal that relative
productivity appears to be more relevant for new firms operating in low tech and less concentrated sectors.

The negligible role of profitability is also confirmed when addressing selection via exit: current and
lagged ROS do not have any significant effect on the likelihood of a firm going out of business. Contrarily,
the survival of the fitter principle is supported in the case of labour productivity, even if modestly. Its
average marginal contribution to the overall firm failure variation is only around 6%.

Our evidence adds support for a more nuanced approach to modelling and testing market selection,
moving beyond the assumption that selection operates upon a single firm characteristic (productivity or
profitability) but rather some combinations of firms and product features (for one of the first attempts
in this direction see Holm et al. (2016)).
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Appendix 1: Survivorship bias25

Survivorship (or attrition) bias has been pointed out as a major shortcoming in growth studies (Garnsey
et al., 2006). Attrition refers to the permanent loss of sample members from a longitudinal sample. This
generates a potential bias if those firms withdrawing from the original sample are systematically different
from those that stay in the sample throughout the whole time span covered by the survey. In case this
happens, the remaining sample, represents a population different from the original one (Cochran, 1977).
Without correcting for it, estimates would not generalize back to the original population of firms, but
rather, to the subpopulation of surviving firms.

The literature has traditionally addressed this issue using three main methods (Farhat and Robb,
2014). First, surveyors can attempt to limit attrition by tracking every single participant through repeated
attempts to contact them. KFS surveyors do this and the issue of firms truly disappearing is a rather minor
one, as just 3% of firms in the original sample truly vanish from the data set without any explanation over
the entire data collection time-span. However, our main issue concerns those new firms that surveyors
are able to locate and include in the KFS, but whose data are missing because they have voluntarily
or involuntarily ceased operations. By the last year of data, this figure reaches around 50% of the
original sample of new firms. This basically leaves us with two options: a two-stage sample selection
model (Heckman, 1977) or its semi-parametric version (Wooldridge, 2010). Alternatively, one can exploit
complex sample weighting to adjust for systematic sample attrition in each subsequent wave of the
survey. This procedure entails that weights are recalculated and reassigned to each surviving sample
unit in each subsequent round to ensure that each wave’s resulting sample continues to represent the
original population from which the original sample was drawn. We decided to rely on weights rather
than the above alternatives for a number of reasons. First, the effective use of a sample selection model
requires, among other things, the identification of at least one variable that drives firm survival without
having any systematic relationship with the dependent variables of interest, a condition that is generally
arduous to satisfy in practice (Wooldridge, 2010). Moreover, since in our case the dependent variable is
firm growth, it is not trivial to find a covariate related to survival but with np systematic relationship
with growth. Second, in those cases in which survey designers foresaw the survival issue at the time of
survey design, as in the case of the KFS, estimates that rely on weighting and re-weighting with each
subsequent survey wave perform better than two-stage estimates on unweighted data (Farhat and Robb,
2014). This occurs since the weights map the sample in each follow-up survey back to represent the
original sample from the baseline. In the baseline year, weights are constructed to account for unequal
sampling probabilities that derive from intentional oversampling of some businesses and undersampling
of others, that is, sample selection bias. Then, with each subsequent administration of the survey, weights
are first adjusted to compensate for nonresponse, meaning attrition, and adjusted once more to ensure
the surviving population represents the original one. This means that by employing probability weights,
we are not only addressing survival bias: the weights ensure that estimates pertaining to the original
sample – which strategically oversampled some firms and undersampled others – also generalize to the
intended original population of new businesses. Furthermore, we would want to use survey weights to
guarantee generalizability to the entire universe of new firms established in 2004. Therefore, relying on
weights works to address sampling bias as well as the larger challenge arising from survival bias. Finally,
incorporating survey design features also enables us to partially relax the usual assumption of conditional
independence across all observations, noted above, which would otherwise have to be done by estimating
clustered standard errors.

25This part is extensively drawn from Farhat and Robb (2014) and Litwin and Phan (2013).
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Appendix 2: Shapley decomposition

In game theory, the Shapley value (Shapley, 1953) is a way to distribute fairly the total gains of a
cooperative game among players. It can be proven that this technique, when adapted in a natural way
to distribute the contribution to explained variance of different regressor, is the only possible share to
have the following desirable properties (Huettner et al., 2012):

• Proper decomposition: the model variance is to be decomposed into shares, that is, the sum of all
shares has to be the model variance;

• Non-negativity : all shares have to be non-negative;

• Exclusion: the share allocated to a regressor with coefficient = 0, should be 0;

• Inclusion: a regressor with coefficient 6= 0 should receive a nonzero share.

To illustrate the procedure to compute the Shapley values, let us start with an empty model and let
us compute the explained variance R2 by adding all the k regressors in a given order P until achieving
the following full model:

y = α+
k

∑

i=1

βixi + ǫ

The Shapley value for a particular regressor j is computed as the average marginal contribution to the
R2 of adding regressor j to the model over all k! possible permutations P of the k regressors. Defining
Pi as the set of regressors preceding i in the permutation P , the part R2

j of the total R2 assigned to
regressor j can therefore be written as:

R2
j =

1

k!

∑

P⊆K

R2(Pj ∪ {xj})−R2(Pj)

For a more detailed discussion refer to Huettner et al. (2012).
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Appendix 3: Complementary tables

Table A1: High-Tech industries

NAICS code Industry

3254 Pharmaceutical and medicine manufacturing
3332 Industrial machinery manufacturing
3333 Commercial and Service Industry Machinery Manufacturing
3341 Computer and peripheral equipment manufacturing
3342 Communications equipment manufacturing
3343 Audio and video equipment manufacturing
3344 Semiconductor and other electrnic component manufacturing
3345 Navigational, measuring, electromedical, and control instruments manufacturing
3364 Aerospace product and parts manufacturing
5112 Software publishers
5161 Internet publishing and broadcasting
5179 Other telecommunications
5181 Internet service providers and Web search portals
5182 Data processing, hosting and related services
5413 Architectural, engineering, and related services
5415 Computer systems design and related services
5413 Architectural, engineering, and related services
5417 Scientific R&D services

Notes: Classification drawn from KFS based on Chapple et al. (2004).

Table A2: High-Concentration and Low-Concentration industries

NAICS code Industry 20 firms 50 firms

22 Utilities 44,5 70,1
31-33 Manufacturing 39,6 52,1
42 Wholesale Trade 16,6 24,9
44-45 Retail Trade 25,4 33,3
48-49 Transportation and Warehousing 34,9 42,7
51 Information 49,9 62,1
52 Finance and Insurance 28,5 46,1
53 Real Estate and Rental and Leasing 16,3 26,1
54 Professional, Scientific, Technical and Administrative Services 12,4 18,3
55-56 Management of Companies and Enterprises 15,2 23
61 Educational Services 15,3 22,3
62 Health Care and Social Assistance 9,2 15,1
71 Arts, Entertainment, and Recreation 12,5 19,5
72 Accommodation and Food Services 17,4 23,7
81 Other Services 7 11,3

Mean 27,03 37,18
Median 17,4 26,1

Notes: Data from US Economic Census 2007 retrievable at https://www.census.gov/econ/concentration.html. Columns 3 and

4 report the share of output accounted for by the largest 20 and 50 companies in each sector. Sectors in bold represent those

in which these shares are above the median.
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Table A3: Exit and Profitability - augmented model

Coef.
Explained
variance

ROSt 0.000














0.39
(0.007)

ROSt−1 −0.000
(0.008)

Sizet−1 −0.074 0.87
(0.111)

Edut=1 −0.147∗∗∗










































11.51

(0.043)
Expt=1 −0.034∗∗∗

(0.008)
Aget=1 0.015∗

(0.008)
N. ownerst=1 −0.231

(0.144)
Homet=1 0.271



























2.18

(0.179)
Corpt=1 0.259

(0.182)
High-techt=1 −0.327

(0.305)

Year FE (7 d)∗∗∗ 9.58

Sector FE (21 d)∗∗∗ 9.92

State FE (51 d)∗ 19.03

Constant −1.444
(1.578)

Total 53.49

N. obs. 4,625
N. firms 980
Nagelkerke R2 53.49

Table A4: Exit and Productivity - augmented model

Coef.
Explained
variance

LPt −0.101∗∗∗














4.89
(0.028)

LPt−1 −0.051∗

(0.028)

Sizet−1 −0.050 0.63
(0.113)

Edut=1 −0.151∗∗∗










































10.82

(0.113)
Expt=1 −0.032∗∗∗

(0.008)
Aget=1 0.014∗

(0.008)
N. ownerst=1 −0.210

(0.147)
Homet=1 0.164



























1.96

(0.183)
Corpt=1 0.323

(0.184)
High-techt=1 −0.326

(0.407)

Year FE (7 d)∗∗∗ 9.88

Sector FE (21 d)∗∗∗ 9.71

State FE (51 d)∗ 18.66

Constant −1.442
(1.584)

Total 56.55

N. obs. 4,625
N. firms 980
Nagelkerke R2 56.55

Notes: Complementary log-log model estimates using KFS survey weights. The dependent variable is a dummy taking the
value 1 if a firm is out of business and 0 otherwise. ***, ** and * indicate significance on a 1%, 5% and 10% level for
individual variables (t-test) or groups of dummy variables (F-test). The values in the “Explained variance” column represent
the contribution of each variable to the total variation of exit rates.
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Appendix 4: Robustness checks with TFP and ROA

We repeated the whole analysis using alternative measures of both productivity and profitability. In
particular, for productivity we resorted to a TFP measure calculated as the residual ei,t of the following
equation:

yi,t = β0 + βl logLi,t + βk logKi,t + ei,t (6)

where yi,t is the log of value added of firm i, Li,t the log of the number of employees, and Ki,t the log
of assets26. Concerning the alternative measure for profitability, we adopted Returns on Assets (ROA)
measured as earnings before taxes and interests over total assets.

The results (see Tables A5 and A6) broadly confirm the picture provided in the previous sections of
the paper. As expected, the exercises conducted employing TFP show that productivity accounts for a
larger share of the total explained variance of firm growth rates if compared with labour productivity.
Indeed, while the latter represents around 20% of the variance in growth rates, TFP reaches around
35%. The estimates using ROA as alternative proxy for profitability yield qualitatively similar results.
ROA accounts for a slightly larger share of explained variance in total firm growth variation (3%). The
results concerning the heterogeneous pressures of market selection across sectors are largely confirmed
also when performing the estimations with these alternative variables. Likewise, ROA variables represent
a negligible share of total variation of exit rates while TFP, accounting for around 4%,“explains” even
less if compared with labour productivity (see Tables A7 and A8).

Table A5: Growth and ROA changes vs. levels

OLS FE

Coef. R2 share Expl. variance Coef. R2 share Expl. variance

∆ROAt 0.0004∗∗∗ 13.54 1.93 0.0005∗∗∗ 5.52 1.94
(4.99e−5) (6.96e-5)

ROAt −0.0007∗∗∗ 5.75 0.82 -0.0006∗∗∗ 1.91 0.67
(0.0001) (0.0001)

Sizet−1 −8.07e−5 0.07 0.01 -0.117∗∗∗ 0.75 0.07
(0.023) (0.046)

Year FE (7 d)∗∗∗ 68.72 9.79 (7 d)∗∗∗ 27.50 9.68

Sectoral FE (21 d) 4.55 0.65 - - -

State FE (51 d) 7.36 1.05 - - -

Firm FE - - - (920 d)∗∗∗ 64.88 22.84

Constant −0.571 -0.225∗∗∗

(0.395) (0.044)

Total 100 14.24 100 44.41

N. obs. 3,899 3,899
N. firms 989 989
R2 14.24 44.41

Notes: Pooled OLS and FE estimates using KFS survey weights. ***, ** and * indicate significance on a 1%, 5% and 10%

level for individual variables (t-test) or groups of dummy variables (F-test). For the latter, we provide in parenthesis the

number of variables for each group of dummies. In the “R2 share” column we report the Shapley values while in the “Expl.

variance” we present the contribution of each variable to the total variation of growth rates. Sectoral and State dummies are

not included in the FE model since they are time-invariant variables.

26We do not dispose of data on materials required to apply the Levinsohn-Petrin methods. However, as argued by
Van Beveren (2012), the simple TFP measure is highly correlated with the TFP derived from more sophisticated estimators.
Moreover, although the revenue-based TFP embeds both technical efficiency and demand factors, Foster et al. (2016) show
that TFP based on physical quantity are highly correlated with revenue-based TFP measures.
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Table A6: Growth and TFP changes vs. levels

OLS FE

Coef. R2 share Expl. variance Coef. R2 share Expl. variance

∆TFPt 0.670∗∗∗ 78.49 41.59 0.656∗∗∗ 55.93 35.82
(0.029) (0.036)

TFP t 0.074∗∗∗ 3.19 1.69 -0.221∗∗∗ 3.09 1.98
(0.019) (0.036)

Sizet−1 −0.105 0.51 0.27 -0.561∗∗∗ 1.71 1.09
(0.018) (0.040)

Year FE (7 d)∗∗∗ 15.39 8.15 (7 d)∗∗∗ 12.60 8.07

Sectoral FE (21 d) 0.84 0.44 - - -

State FE (51 d) 1.59 0.84 - - -

Firm FE - - - (920 d)∗∗∗ 26.66 17.07

Constant −0.713∗∗ 0.080∗∗

(0.291) (0.044)

Total 100 52.99 100 44.41

N. obs. 3,899 3,899
N. firms 989 989
R2 52.99 44.41

Notes: see notes in Table A5.

Table A7: Exit and Profitability changes vs. levels

(1) R2 share
Explained
variance

∆ROAt 0.0003∗∗ 3.46 1.69
(0.0001)

ROAt −0.0002 2.20 1.08
(0.0002)

Sizet−1 −0.158∗∗ 2.64 1.29
(0.092)

Year FE (7 d)∗∗∗ 22.70 11.11

Sector FE (21 d)∗∗∗ 25.73 12.59

State FE (51 d) 43.27 21.17

Constant −1.374
(1.005)

Total 100 48.93

N. obs. 6,911
N. firms 1,280
Nagelkerke R2 48.93

Table A8: Exit and Productivity changes vs. levels

(1) R2 share
Explained
variance

∆TFPt −0.008 1.92 0.97
(0.043)

TFP t −0.138∗∗∗ 6.92 3.50
(0.045)

Sizet−1 −0.151∗∗ 2.79 1.41

(0.077)

Year FE (7 d)∗∗∗ 22.46 11.37

Sector FE (21 d)∗∗∗ 24.77 12.54

State FE (51 d)∗∗ 41.13 20.81

Constant −1.511
(0.983)

Total 100 50.60

N. obs. 6,911
N. firms 1,280
Nagelkerke R2 50.60

Notes: Complementary log-log model estimates using KFS survey weights. The dependent variable is a dummy taking the
value 1 if a firm is out of business and 0 otherwise. ***, ** and * indicate significance on a 1%, 5% and 10% level for
individual variables (t-test) or groups of dummy variables (F-test). The values in the “Explained variance” column represent
the contribution of each variable to the total variation of exit rates.
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